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Fall/05
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1 Linear Independent Sets of Vectors

9 marks
Let V be the vector space of all continuous real valued functions defined on the
interval [0, 7]. Consider the following subsets of V. Which of the subsets are
linearly independent and why?

1.
Sy = {sin(t),cos(t)}, (two functions)
2.
Sy = {sin4(t), cos*(t),sin®(t) COSZ(t)} ,  (three functions)
3.

S5 = {sin4(t), cos*(t), sin?(t) cos?(t), 3.1} ,  (four functions)

Note: f(t) = sin?(t)cos?(t) is a function of ¢t and g(t) = 3.1 is also a
function of ¢, i.e. the latter is the constant function that takes the value

3.1 for all ¢.



SOLUTIONS
We first define the operators ’+’°,’-> and scalar multiplication ’-’ on the sets of
real valued functions:

(a) fl + fg: [0,71'] — R
vte[0,7], (fi+ f2)(t) = f1(t) + fa(t)

(b) —f1: [0,7] — R
vte[0,7], (=f1)) = —(fi(t))

(¢) efr: [0,7] — R
Vi €[0,7],Ye e R, (cfi)(t) = c(fi(t))

With these definitions, V is a vector space over the reals.

Thus:

Solution of Part 1:

Solution of Part 2:

51 is linearly independent, i.e. suppose
de1, e2 € R, (e1sin)(t) + (cz cos)(t) = 0 (1),

where 0 () denotes the identically zero function. Notice in the above equal-
ity, we are using real valued continuous functions rather than numbers.
The above equality of functions is equivalent to the following:

Vi € [0, 7], eysin(t) + egcos(t) = 0(¢).

Take ¢ = 0, we get the equation ¢10 + ¢21 = 0 and take t = 7, we get

the equation ¢11 + ¢30 = 0. The two equations have coefficient matrix

((1] é) This implies ¢; = 0,¢ = 0. Therefore, the only linear combi-

nation to yield the zero function is the trivial linear combination, i.e. and
cos, sin are two linearly independent vectors (functions) in V.

Sy is linearly independent, i.e. suppose Je1, ¢z, c3 € R, such that
(e1 sin4)(t) + (e2 cos4)(t) + 03((:052 Sin2)(t) =0(t), WVt

Then, plugging in the value t = 0, we get c; = 0. Now if we choose t = 7,
we have ¢; = 0. The equality has reduced to

Yt € [0, 7], 0 % sin® () + 0  cos*(t) + c3 * sin®() cos®(t) = 0 (t).
This is just
Yt € [0, 7], casin®(t) cos®(t) = 0.
Choose t = Z. Then sin®(t) cos?(t) = 0.25 # 0. Thus c3 = 0. As above,
this means we only have the trivial linear combination yielding the zero

function. Therefore, the three vectors (functions) sin*(t), cos*(t), (cos? sin?)(t)
are linearly independent.



Solution of Part 3: S3 is linearly dependent, i.e. take ¢y = 1,c2 = 1,¢3 = 2,¢4 = —%. (We
are using the fact that (cos?¢ 4 sin?¢)? = 12 = 1.) We have V¢ € [0, 7]

c1 sin4(t) + 3 cos*(t) + c3 cos?(t) sin2(t) +ea(3.1) = (sin2(t) +cos?(t))? -1
= =1-1=0.

Therefore, we have a nontrivial ilnear combination which yields the zero
function, i.e. the set is linearly dependent.

2 A Rotation in the Plane

12 marks
Suppose that the vector in the plane v = fl is given. Define the transfor-
o

mation T on v to be the clockwise rotation in the plane through an angle 8 = 45
degrees, i.e. T(v) is the vector in the plane obtained by rotating v clockwise 45
degrees. Similarly, define the transformation .S on v to be the counter-clockwise
rotation in the plane through an angle 6 = 60 degrees, i.e. S(v) is the vector in
the plane obtained by rotating v counter-clockwise 60 degrees.

1. Show that T' (and so also S) is a linear transformation and find the matrix
representations Ty, Ts of T and S, respectively.

2. What is W(v) = S(T(v))? Find a simpler description of the product
W = 8T; and find a matrix representation Ty of W.

3. Confirm that Ty = TsTr.

SOLUTIONS

1. If we rotate a vector <i1> clockwise with angle 8, then we can see geo-
2
metrically that this is just left multipication by the matrix:

(=50 o)

SoV (‘”1> € R,
Z2

T<I1> _ < co.s(%) sm(%)) (a:l) _ @ \/Ti
Zy —sin(y) cos(%) Zy _72 %
Similarly, counterclockwise rotation is just clockwise rotation with a neg-
ative angle. Therefore,

s(2)= (o men () - (8 9 )



Because S and T could be represented as matrix multiplication with the

V2o 2 1 _V3
matrices Ay = 3/5 j} ,Ag = j§ 12 , Tespectively, both
—Y2 2 V3

2 2 2
S, T are linear transformations.

2. W(v) = S(T(v)) is firstly rotate v clockwise by 45 and counter-clockwise
by 60 is equivalent to rotate v counter-clockwise by —15, so the matrix
representing W is
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which is just T,.

3 Page 235, Problem 40

4 marks
Since w € span {v1,v2}, we know w is the linear combination of v and v, so
Jey,ca € Ryw = ¢qv1 +cav9, similarly, since w € span {vs, v4}, Ies,ca € B, w =
c3v3 + cavg. Thus we get the equality:
C1V1 + C2¥2 = W = C3V3 + C4V4.
So
c1v1 + cavy + c3 % (—v3) +ca(—vq) =0

Convert this into matrix form:

( V1 (%) —vV3 —V3 )
Cq

we program with matlab, the program is:

w b=
o
= o
-
|
N
(=)
L

8 4 -5 28 0];



AL, :)=A(1,
A(2,:)=A(2,
A(3,:)=A(3,
A(2,:)=A(2,
A(3,:)=A(3,
A(3,:)=A(3,
A1, :)=A(1,
A(2,:)=A(2,
A1, :)=A(1,

1)/A(1,1);
:)_A(ix :)*A(le);

and get the following result:

1.0000

8.0000

1.0000

1.0000

1.0000

1.0000

:)-A(3,1)%A(1,:);
1)/A(2,2);
:)-A(3,2)*%A(2,:);
:)/A(3,3);
:)-A(1,3)%A(3,:);
:)-A(2,3)%A(3,:);
)-A(1,2)*%A(2,:)
0.2000 -0.4000
2.4000 2.2000
4.0000 -5.0000
0.2000 -0.4000
2.4000 2.2000
2.4000 -1.8000
0.2000 -0.4000
1.0000 0.9167
2.4000 -1.8000
0.2000 -0.4000
1.0000 0.91867
0 -4.0000
0.2000 -0.4000
1.0000 0.91867
0 1.0000

12.
28.

12.
28.

0000
0000

0000
0000

.0000
28.

0000

.0000
.0000

.0000
.0000

o

o

o

o

o



1.0000 0.2000 0 -1.6000 0
0 1.0000 0.9167 5.0000 0
0 0 1.0000 -4.0000 0
A=
1.0000 0.2000 0 -1.6000 0
0 1.0000 0 8.6667 0
0 0 1.0000 -4.0000 0
A=
1.0000 0 0 -3.3333 0
0 1.0000 0 8.6667 0
0 0 1.0000 -4.0000 0
10
b
Therefore, t 43 ,t € Risthe general solution. Thus w could be represented
1

-8
10
as ¢1v1 + vz, which equals( vy w2 ) * ( ﬁ;) =t| 16 | ,t € R.
3 8

4 Page 243, Problem 4

3 marks
Firstly we convert the matrix [vy, va, v3] into echelon form. and they are linearly
independent if and only if every column has a pivot; and they span R? if and
only if every row has a pivot. the matlab function is as following:

A=[2 1 -7;-2 -3 5;1 2 41; A(2,:)=A(2,:)-A(1,:)*A(2,1)/A(1,1)
A(S::)=A(3::)_A(sxi)*A(lx:)/A(ixi)
A(S::)=A(3::)_A(sxz)*A(zx:)/A(2:2)

The result is as following:

A=
2 1 =7
-2 -2
1 2 4



2.0000 1.0000 -7.0000
0 -2.0000 -2.0000
0 1.5000 7.5000

A=
2 1 -7
0 -2 -2
0 0 6

So they are linearly independent and span R3, so the three vectors are a basis

of R3.

5 Page 243, Problem 10

4 marks
Firstly reduce A to reduced echelon form. The matlab function is as

A=[1 0 -514;-2 16 -2-2;02 -81 9]; A(1,:)=A01,:)/4(1,1);
A(2,:)=4(2,:)-A(1,:)*A(2,1)

A(3,:)=A(3,:)-A(3,1)*A(1,:)

A(2,:)=A(02,:)/4(2,2)

A(3,:)=A(3,:)-A(3,2)*A(2,:)

A(3,:)=A(3,:)/A(3,3)

ACL,:)=A(1,:)-A(1,3)*A(3,:)

A(2,:)=A(2,:)-A(2,3)*A(3,:)

ACL,:)=A(1,:)-A(1,2)*A(2,:)

The result is as following:

A=
1 -5 1 4
1 -4 6
0 -8 1 9

A=
1 -5 1 4
1 -4 6
0 -8 1 9



1 -5 1 4
1 -4 6
0 -8 1 9
A=
1 -5 1 4
1 -4 6
0 0 1 -3

Warning: Divide by zero.

[l

1
We complete the reduction process and get the coefficients matrixas: | 0
0

and we deduce the general solution, i.e. the Null space of A is:

5 -7
4 —6
Nul(Ay={t| 1| +s]| 0 ||t,s€ R}
0 3
0 1
5 -7
4 —6
and | 1 ],] O are linearly independent, so they are a basis of Nul(A).
0 3
0 1



